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Abstract. Vector fields arise in a variety of quantity measure and visualization techniques such as fluid flow imaging, motion estimation, deformation measures and color imaging, leading to a better understanding of physical phenomena. Recent progress in vector field imaging technologies has emphasized the need for efficient noise removal and reconstruction algorithms. A key ingredient in the success of extracting signals from noisy measurements is prior information, which can often be represented as a parameterized model. In this work, we extend the over-parameterization variational framework in order to perform model-based reconstruction of vector fields. The over-parameterization methodology combines local modeling of the data with global model parameter regularization. By considering the vector field as a linear combination of basis vector fields and appropriate scale and rotation coefficients, the denoising problem reduces to a simpler form of coefficient recovery. We introduce two versions of the over-parameterization framework: total variation-based method and sparsity-based method, relying on the cosparse analysis model. We demonstrate the efficiency of the proposed frameworks for two- and three-dimensional vector fields with linear and quadratic over-parameterization models.

Key words. vector fields, denoising, over-parameterization, variational methods, regularization, total-variation, sparsity, cosparsity, inverse problems

AMS subject classifications. 47N10, 35A15, 49N45, 68U10, 17B66, 37C10, 46N10

1. Introduction. Reconstruction and denoising of vector fields have become a main subject of research in image and signal processing. This is partly due to their being the appropriate mathematical representation of objects such as displacement or deformation fields. Moreover, modern imaging technologies enable direct measurements of flows as vector quantities. Such imaging modalities include the particle image velocimetry (PIV), an optical method which provides velocity measurements in fluids, and the phase-contrast magnetic resonance imaging (PC-MRI) which produces an in-vivo time-resolved velocity field of the blood flow. Recent growth in computational power and capacity, enable to process large volumes of multidimensional data and design algorithms for analyzing the vector fields data.

Visualization and quantitative analysis of the flow and its pattern have a great significance in many disciplines. In medical imaging, for instance, blood flow patterns within the vessels are believed to be associated with the formation of several pathologies and their evolution [31, 11]. However, in many cases, the imaging techniques produce low signal to noise ratio measurements, motivating the need for flow-field denoising and analysis algorithms, which consider the flow pattern and its physical properties.

Several variational techniques have been considered for denoising and reconstruction of flow-fields. An $n$-dimensional flow-field with $n$ components can be represented by the vector function $f(x) = (f_1(x), \ldots, f_n(x))$ over $\mathbb{R}^n$, where $x \in \mathbb{R}^d$. The most popular functional for noise removal includes a least-squares fitting data term and a regularization term which
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imposes certain characteristics on the signal, leading to the minimization problem of the form

\[
\mathbf{f}^* = \arg \min_{\mathbf{f}: \mathbb{R}^d \to \mathbb{R}^n} \int_{\Omega} \| \mathbf{y}(\mathbf{x}) - \mathbf{f}(\mathbf{x}) \|^2 d\mathbf{x} + \lambda \mathcal{R}(\mathbf{f}),
\]

where \( \Omega \) is the vector field domain, \( \mathbf{y} \) is a noisy flow-field, \( \mathbf{f}^* \) is the reconstructed field, \( \| \cdot \| \) is the \( L_2 \)-norm, \( \mathcal{R} \) is the regularization term and \( \lambda > 0 \) is a parameter weighing the regularization term in relation to the data term.

Variational reconstruction methods for vector fields can roughly be divided into two classes. The first class of methods extends known regularization techniques to multi-channel data. Relying on scalar setting observations that \( L_1 \) regularization and specifically total variation (TV) regularization preserves edges and discontinuities better than its \( L_2 \) counterparts [41], some efforts were made in order to extend the TV scalar regularization to vector fields. A straightforward extension, comprised of penalizing the variations of each channel separately, was introduced in [4]. While forming a simple optimization problem, this method ignores any dependencies that might exist among the vector’s components. In order to provide coupling between different channels while preserving the discontinuities, a vectorial TV norm was defined as an \( L_2 \)-norm of the channel-by-channel TV norm [6, 42]. Other regularization techniques including the nuclear TV norm, the beltrami flow or the Mumford-Shah regularizer were also used to couple the multi-channel data [7, 46, 45, 5].

The second class of variational techniques for vector field denoising comprises of methods that impose particular physical properties of the model on the given measurements. The irrotational and incompressible characteristics of fluid flow are governed by the curl and divergence operators, which makes the curl-divergence regularization very common in fluid flow-field reconstructions. Combined with the \( L_1 \) norm, this regularizer has been efficiently used for denoising vector-fields with discontinuities [48, 47, 9]. A different approach was taken in [35, 39] for optical flow estimation. The authors proposed to represent the optical flow vector at each pixel by the coefficients of a specific motion model, using an over-parameterized representation.

In this work, we propose a novel over-parameterized variational framework for vector field denoising, which relies on previous knowledge of the vector field pattern in order to perform model-based reconstruction of the signal from its noisy measurements. While most vector field recovery variational algorithms directly penalize the change of the flow, the over-parameterization representation has the advantage that the smoothness term penalizes deviations from the flow model. In the proposed framework, each vector field is represented as a linear combination of basis vector fields and appropriate scale and rotation coefficients, thus the denoising problem reduces to a simpler form of coefficient recovery.

The paper is organized as follows. The over-parameterization framework for scalar signals is presented in Section 2 and our extension of the framework to vector fields is discussed in Section 3. In order to overcome the drawbacks of using TV-based over-parameterization functional, Section 4 reviews our suggested denoising techniques based on the sparsity analysis model. The algorithm for the sparsity-based over-parameterization is specified in Section 5. Section 6 displays some experimental results of the sparsity-based over-parameterization for vector fields compared to the TV-based over-parameterization and the channel-coupled TV regularization. Finally, Section 7 concludes our work and discusses potential future research.
2. The over-parameterization framework. Recovering a function from its noisy and distorted samples is a fundamental problem in both image and signal processing fields. A key ingredient in the success of a recovery method is the set of assumptions that summarizes the prior knowledge of the signal properties, which differentiate it from the noise. The assumptions may range from some general signal properties such as smoothness or piecewise-smoothness to detailed information on the structure of the signal, and can often be expressed in the form of a parameterized model. The over-parameterization framework for model-based noise removal allows designing an objective functional that exploits local fitting of parameterized models with global assumption on their variations.

For the sake of simplicity, we present the over-parameterized model for scalar signals.

Let \( f \) be a one-dimensional signal we wish to recover from a noisy set of measurements, \( y(x) = f(x) + n(x) \), where \( n(x) \) is an additive white Gaussian noise. Suppose that the ideal function \( f \) can be described by a linear combination of \( m \) basis signals selected a priori and defined globally across the signal domain,

\[
(2.1) \quad f(x) = \sum_{i=1}^{m} u_i(x) \phi_i(x),
\]

where \( \{u_i\}_{i=1}^{m} \) is a set of coefficients and \( \{\phi_i\}_{i=1}^{m} \) is a set of basis signals. For example, we can consider the Taylor approximation as a parameterized model with polynomial basis functions, \( \phi_i(x) = x^{i-1} \). In general, for \( m > 1 \), infinite combinations of coefficients assignments can represent the ideal function at any specific location. This redundancy can be resolved by imposing global regularization on the coefficients of the considered model.

In the over-parameterization framework, appropriate basis signals are such that the true signal could be described by a linear combination of approximately piecewise-constant coefficients, so that most of the local changes in the signal are induced by changes in the basis functions, rather than variations of the coefficients. This can be achieved by imposing some global prior on the coefficients which favors their being piecewise-constant, for instance, a regularization that preserves sharp discontinuities on the variations of the parameters, such as the TV norm. The combination of the local fitting with the global prior on the variations of the coefficients yields the variational form of the over-parameterization functional,

\[
(2.2) \quad u_i^* = \arg \min_{u_i: \mathbb{R} \to \mathbb{R}, 1 \leq i \leq m} \int_{\Omega} \left[ \frac{1}{2} \left\| y(x) - \sum_{i=1}^{m} u_i(x) \phi_i(x) \right\|^2 + \sum_{i=1}^{m} \lambda_i \| \nabla u_i(x) \| \right] \, dx,
\]

where \( u_i^* \) is the recovered coefficients field for basis signal \( i \), and \( \lambda_i \) is a parameter which weighs the penalty of coefficients field \( i \) with respect to the other coefficients fields. This approach utilizes the TV norm in order to treat each coefficients field separately, however, according to the proposed model, all coefficients should be encouraged to have joint discontinuity points. Therefore, \[34, 35\] suggested to reformulate the recovery problem as

\[
(2.3) \quad u_i^* = \arg \min_{u_i: \mathbb{R} \to \mathbb{R}, 1 \leq i \leq m} \int_{\Omega} \left[ \frac{1}{2} \left\| y(x) - \sum_{i=1}^{m} u_i(x) \phi_i(x) \right\|^2 + \| [\nabla u_1(x), \nabla u_2(x), \ldots, \nabla u_m(x)] \| \right] \, dx,
\]
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where the prior is a channel-coupled TV norm, which couples the different coefficients fields. For simplicity’s sake, we avoid writing explicit weights for the coefficients variations in this work, since we may equivalently scale the basis signals.

A first attempt at the over-parameterization variational methodology was made in [34], when an over-parameterized model based on total variation regularization was proposed for image denoising. This model was later extended to handle optical flow problems in [35] and [39], adjusting itself to various assumptions regarding the flow pattern. The technique was revised in [44] and great robustness and accuracy improvements were demonstrated on simulated one-dimensional signals and images by using a non-local data term combined with the Ambrosio-Tortorelli and TV regularizer. The latest work in this subject was introduced by [21] and combined the over-parameterized variational strategy with the sparse representation methodology. Assigning a sparse prior enabled improved results for denoising of simulated one-dimensional signals and cartoon images as well as segmentation of piecewise-linear images.

3. The over-parameterization framework for vector fields. A vector field is a set of vector objects that can be described by two properties: magnitude (or length) and direction. Elementary linear algebra describes how to add vectors to each other, scale vectors and rotate them to specific directions in the Euclidean space. In order to apply a generalized over-parameterization techniques suited for vector fields reconstruction, we propose to parameterize the vector field by a linear combination of rotated and scaled basis vector fields. Let \( \mathbf{f} \) be an \( n \)-dimensional Euclidean vector field with \( n \) components we wish to recover from a noisy set of measurements \( \mathbf{y}(\mathbf{x}) = \mathbf{f}(\mathbf{x}) + \mathbf{n}(\mathbf{x}) \), where \( \mathbf{n}(\mathbf{x}) \) is an additive white Gaussian noise. Suppose that the ideal vector field \( \mathbf{f} \) can be described by a linear combination of \( m \) basis vector fields selected a priori and defined globally across the signal domain, \( \phi_i, i = 1, 2, \ldots \). For example, we can consider the Taylor approximation as a parameterized model with polynomial magnitude basis vector fields. The vector field can be parameterized by

\[
\mathbf{f}(\mathbf{x}) = \sum_{i=1}^{m} s_i(\mathbf{x}) \mathbf{R}_i(\mathbf{x}) \phi_i(\mathbf{x}),
\]

where \( m \) is the number of basis fields used for the approximation, \( \{ s_i \}_{i=1}^{m} \) is a set of scaling coefficients and \( \{ \mathbf{R}_i \}_{i=1}^{m} \) is a set of rotation transformations, which can be describe by the elements of the Lie group \( SO(n) \), the special-orthogonal group in \( \mathbb{R}^n \).

Following the over-parameterization framework, appropriate basis vector fields are ones that provide a good estimation for vector field \( \mathbf{f} \) by a linear combination of approximately piecewise constant parameters \( \{ s_i \}_{i=1}^{m} \) and \( \{ \mathbf{R}_i \}_{i=1}^{m} \) with joint discontinuity points. This may be achieved by imposing some global prior on the parameters. This over-parameterized formulation has three main advantages over direct signal recovery: First, the variables are assumed to be piecewise constant, thus have a simpler form compared to the ideal signal, and are easier to recover. Second, the coefficients regularization process becomes meaningful, since many physical flow properties can be described by constant coefficient. For example: laminar flow properties can be described by second order polynomial basis fields and constant coefficients. And third, the recovery of the signal is obtained along with the recovery of its coefficients.
Figures 1 and 2 demonstrate the over-parameterization representation for vector fields. The color map represents the magnitude of each vector while the orientation is presented using the arrows. Figure 1 presents a two-dimensional vector field which can be well constructed by the first-order Taylor approximation. Given this prior knowledge we define the following two-dimensional basis vector fields: a constant magnitude vector field, a linearly varying magnitude in the horizontal direction and a linearly varying magnitude in the vertical direction, as displayed in Sub-figures 2a, 2b and 2c, respectively. This signal can be constructed by constant scaling and rotation coefficients, as presented in Sub-figures 2d, 2e, 2f, 2g, 2h and 2i, where the rotation transformations are represented by the angles by which the vectors are rotated counterclockwise about the z-axis. The original signal can be estimated by summing the scaled and rotated basis vector fields shown in Sub-figures 2j, 2k and 2l.

![Two-dimensional vector field](image)

**Figure 1.** Two-dimensional vector field.

### 3.1. The special-orthogonal group.

A Lie group $G$ is a group endowed with the structure of a differentiable manifold, such that the inversion map, $s : G \rightarrow G$, $g \mapsto g^{-1}$ and the multiplication map, $m : G \times G \rightarrow G$, $(g, h) \mapsto gh$ are smooth. This structure allows Lie group elements and their neighborhoods to be mapped onto a neighborhood of the identity element by the group action with their inverses. Each Lie group has a corresponding Lie-algebra, $\mathfrak{g}$, which is defined on the tangent space to the Lie group at the identity. The Lie-algebra is a vector space equipped with an anti-symmetric bilinear operator, known as the Lie-bracket, describing the non-commutative part of the group product. It can be considered as a linearization of the Lie group around the identity, thus allowing to define differentiation on the Lie group.

In this work, we are interested in a specific Lie group called the special-orthogonal group, $SO(n)$, and its related matrix manifold. Lie group $SO(n)$ is the group of rotations, describing all orientation-preserving isometries of the $n$-dimensional Euclidean space. Elements of the group can be represented by an $n \times n$ orthogonal matrix with determinant one:

$$SO(n) = \{ R \in \mathbb{R}_{n \times n}, R^T R = I, \det(R) = 1 \}$$

The corresponding Lie-algebra of the $SO(n)$ group is the $so(n)$ space, which can be described by the set of skew-symmetric matrices.
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Figure 2. Over-parameterized representation of the two-dimensional vector field presented in Figure 1.
For an in-depth discussion on Lie groups, Lie-algebra and the \(\text{SO}(n)\) group, we refer the reader to standard literature \cite{24}. The subject of regularization of Lie groups is discussed in \cite{15, 23, 40}.

### 3.2. TV-based over-parameterization for vector fields

Imposing the suggested model on the over-parameterization framework, the reconstructed field \(f^*\) can be found by minimizing the following functional:

\[
\begin{align*}
\arg \min_{s_i: \mathbb{R}^d \to \mathbb{R}, \quad \mathbf{R}_i: \mathbb{R}^d \to \text{SO}(n), \quad 1 \leq i \leq m} \int_{\Omega} \left[ \frac{1}{2} \| \mathbf{y}(\mathbf{x}) - \sum_{i=1}^{m} s_i(\mathbf{x}) \mathbf{R}_i(\mathbf{x}) \phi_i(\mathbf{x}) \|^2 + \lambda_s \psi_s(\mathbf{s}) + \lambda_R \psi_R(\mathbf{R}) \right] d\mathbf{x},
\end{align*}
\]

where,

\[
\psi_s(\mathbf{s}) = \|[\nabla s_1(\mathbf{x}), \nabla s_2(\mathbf{x}), \ldots, \nabla s_m(\mathbf{x})]\|
\]

induces a channel-coupled TV norm, and

\[
\psi_R(\mathbf{R}) = \|[\nabla \mathbf{R}_1(\mathbf{x}), \nabla \mathbf{R}_2(\mathbf{x}), \ldots, \nabla \mathbf{R}_m(\mathbf{x})]\|
\]

induces a vectorial TV norm on the elements in the embedding of the Lie group into Euclidean space. In this prior, \(\| \|\) is the Frobenius norm and \(\nabla \mathbf{R}\) denotes the Jacobian of \(\mathbf{R}\), described as a column-stacked vector \(\mathbb{R}^{n^2}\). We note that the same notation is used throughout this work in order to represent the Lie group element, its matrix representation and the embedding into Euclidean space, as specified in each case. \(\Omega\) is the vector field domain, and \(\lambda_s\) and \(\lambda_R\) describe the relative strength of the priors. The reconstructed vector field is therefore

\[
f^*(\mathbf{x}) = \sum_{i=1}^{m} s_i^*(\mathbf{x}) \mathbf{R}_i^*(\mathbf{x}) \phi_i(\mathbf{x}).
\]

The formulation of the suggested regularization term for the \(\text{SO}(n)\) group is achieved by replacing the equivalent of the total-variation regularization approach in terms of Lie-algebra, replacing the equivalent of the total-variation regularization approach in terms of Lie-algebra, with a regularization of an embedding of the Lie group into Euclidean space and adapting the channel-coupled TV norm to form the over-parameterization regularizer, \(\|[\nabla \mathbf{R}_1(\mathbf{x}), \nabla \mathbf{R}_2(\mathbf{x}), \ldots, \nabla \mathbf{R}_m(\mathbf{x})]\|\). The replacement is justified by the fact that \(\text{SO}(n)\) group is an isometry of the \(n\)-dimensional Euclidean space \cite{40}. Therefore, if the constraint \(\mathbf{R}_i(\mathbf{x}) \in \text{SO}(n), \forall \mathbf{x} \in \Omega\) is approximately fulfilled, then \(\|\nabla \mathbf{R}(\mathbf{x})\| \approx \|\nabla^\text{T}_s(\mathbf{x}) \nabla \mathbf{R}_i(\mathbf{x})\|\).

Minimizing cost function (3.4) is not a straight-forward task as it combines the minimization of two variables, the scaling and the rotation coefficients. In addition, the rotation group domain is non-convex and the regularizers are defined on the border between convex and non-convex functions.

### 4. Sparsity-based over-parameterization model for vector fields

The main advantage of the over-parameterization framework is its wide solution domain. While using extra variables, the over-parameterized model is usually more naturally suited to describe the signal structure, thus often enabling convergence to excellent denoising solutions \cite{34, 35, 39}. However,
the constraints imposed on the solution domain via the TV regularization cannot guaranty convergence to a piecewise-constant parameters solution, which may lead to poor recovery results of the signal and its parameters, as demonstrated in [44].

In addition to the known shortcomings, the total variation regularizer may also produce blunt edges. The regularizer considers the total signal difference while not differentiating smooth gradual signal change from sharp discontinuity. Hence, it will not provide an actual piecewise-constant solution as required by the over-parameterization model. Another weakness of the functional is termed "origin biasing". Since the basis signals are defined globally across the domain, there has to be some fixed arbitrary origin. Changing the origin will vary the reconstructed coefficients and will also affect the value of the regularization term. In an attempt to overcome these weaknesses and refine the discontinuities, we consider a sparsity-based technique.

4.1. The sparse analysis model. The sparse analysis model is a popular representation model used in many signal and image processing applications. For the sake of simplicity, we first present this model for scalar signals. Let \( f \) be an \( n \)-dimensional signal we wish to recover from a noisy set of measurements \( y(x) = f(x) + n(x) \), where \( n(x) \) is an additive white Gaussian noise, and \( \Omega \) is a possibly redundant analysis operator. The analysis model considers the behavior of the analysis vector \( \Omega f \) and assumes it is sparse. A common analysis operator is the finite difference operator \( \Omega_{\text{DIF}} \) which concatenates the directional derivatives of a signal and is closely related to total variation. Thus \( f \) can be recovered by solving

\[
(4.1) \quad f^* = \arg \min_f \| \Omega f \|_0 \quad \text{s.t.} \quad \| y - f \|_2 \leq \epsilon.
\]

The zeros in \( \Omega f^* \) correspond to row vectors in the analysis operator. It can be interpreted as a subspace characterized by the zeros, in which the recovered signal \( f^* \) is orthogonal to the appropriate row of analysis operator \( \Omega \). We say that \( f \) is cosparse under \( \Omega \) with a cosupport \( \Lambda \) if \( \Omega_{\Lambda} f = 0 \), where \( \Omega_{\Lambda} \) is a sub-matrix of \( \Omega \) consisting of the rows corresponding to \( \Lambda \). Many approximation techniques were suggested in the recent years in order to solve this NP-hard problem.

4.2. Over-parameterization for vector fields via the sparse analysis model. Once understanding the TV-based framework disadvantages, we revisit the proposed model and propose a novel sparsity-based over-parameterization framework for vector field denoising. Let us denote the fields of similarity-like transformation coefficients, consisting of rotation and scaling, as \( A_i(x) = s_i(x)R_i(x), \forall i = 1, \ldots, m \). The desired vector field can now be represented as:

\[
(4.2) \quad f(x) = \sum_{i=1}^{m} A_i(x) \phi_i(x).
\]

where \( m \) is the number of basis fields used for the approximation.

Using a sparse analysis model combined with the over-parameterization framework, the reconstructed vector field \( f^* \) can be found by solving the following problem:

\[
(4.3) \quad \arg \min_{\bar{a}_{i,j}} \left\| \sum_{i=1}^{m} \left( \sum_{j=1}^{n^2} |\Omega_{\text{DIF}} \bar{a}_{i,j}| \right) \right\|_0 \quad \text{s.t.} \quad \| y - \sum_{i=1}^{m} C_i \bar{a}_i^T \|_2 \leq \epsilon,
\]
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where $a_{i,j}$ are column-stacked vector representations of the $j$-th matrix elements of transformation coefficients functions $a_i$. The prior enforces by abuse of notation the finite-difference operator on the coefficients and its accurate formulation is discussed in the sequel. The parameter $\epsilon$ denotes an upper-bound for the noise energy level. The multiplication $C_i a_i^T$ is a generalization of $C_i(x) a_i^T(x)$ for each point $x$, such that $C_i(x) a_i^T(x)$ equals $A_i(x) \phi_i(x)$, where $C_i(x)$ is an $n \times n^2$ matrix and $a_i(x)$ is the vectorization of a scaled-rotation matrix $A_i(x)$. The reconstructed vector field is therefore $f^* = \sum_{i=1}^{m} C_i a_i^* a_i^T$.

The first term in problem (4.3) enforces a jointly sparse solution of the model coefficients under the analysis finite-difference operator $\Omega_{DIF}$, considering all the matrix coefficients components jointly. Each non-zero location in $\Omega_{DIF} a_{i,j}$ indicates a discontinuity in the piecewise-constant coefficient $a_i$. By indicating the discontinuities in the signal model, the sparsity constraint prevents diffusivity interaction between different regions. The constraint uses the known upper-bound of the noise energy level in order to require that the recovered signal is as close to the noisy sample as the ideal signal, encouraging the solution to be similar to the original signal. The cost associated with the solution of problem (4.3) is directly due to the discontinuity set, hence the penalty no longer depends on the size of the variations at discontinuities.

In [21] it was suggested to solve the NP-hard problem of the basic scalar-valued over-parameterization problem by a generalization of the GAPn algorithm [33] called block GAPn (BGAPn). In this work we extend the BGAPn algorithm to handle scaled-rotation coefficients by adding auxiliary fields and appropriate constraints.

5. **Sparsity-based over-parameterization variational algorithm.** We generalize BGAPn algorithm in [21] to support other domains, specifically our over-parameterization problem (4.3), including matrix-valued map regularization. The inner optimization step in the BGAPn algorithm is replaced with a similarity-like transformation coefficients estimation. This inner optimization problem is solved via ADMM. We introduce this extension in Algorithm 5.1.

The algorithm aims to solve the sparsity-based over-parameterization model (4.1) by identifying the cosupport $\Lambda$ in a greedy way, as suggested in [21]. Since the same cosupport is used for all the elements of coefficients $a_i(x)$, the coefficient parameters are encouraged to be piecewise constant while having joint discontinuity locations. The iterative scheme is initialized by including all the rows of the analysis operator $\Omega$ in $\Lambda$. In each iteration a new solution is estimated and allows to find elements which correspond to a non-zero entry in $\Omega_{\Lambda_k} a_{i,j}^k$, where $k$ is the iteration number. The row of $\Omega$ correlating to the maximum magnitude of $\sum_{i=1}^{m} \left( \sum_{j=1}^{n^2} |\Omega_{DIF} a_{i,j}| \right)$ indicate a discontinuity and is thus removed from the cosupport. In order to accelerate the algorithm, multiple rows can be removed from the cosupport at each iteration.

Stopping criteria include the stability of the solution or the size of the cosupport. Another useful stopping criterion is $\|\Omega_{\Lambda} a_{i,j}\| < \epsilon$, where $\epsilon$ is a small constant. The latter was used in our experiments. It is important to note that there are no known recovery guarantees for the greedy algorithm.
Algorithm 5.1 Sparsity-based over-parameterization for vector fields.

**Input:** noisy measurements $\mathbf{y}$; analysis operator $\Omega_{DIF}$; noise level upper-bound $\epsilon$; iteration numerator $k = 0$; cosupport $\Lambda_0$ consisting of all finite-difference operator rows; basis functions operators $C_{i,j} : i = 1, \ldots, m, j = 1, \ldots, n^2$.

**Output:** reconstructed coefficients components $a^*_i,j$; estimated cosupport $\Lambda$; estimated signal $f^*$.

while stopping criteria are not met do

Estimate $a^i_{k,j}$:

$$a^i_{k,j} = \arg \min_{a^i_{k,j}, \ 1 \leq i \leq m, \ 1 \leq j \leq n^2} \left( \sum_{j=1}^{n^2} \left\| \Omega_{\Lambda_k} a^i_{k,j} \right\|_2^2 \right) \quad \text{s.t.} \quad \left\| \mathbf{y} - \sum_{i=1}^{m} C_i a^i_T \right\|_2 \leq \epsilon$$

Update the cosupport:

$$\Lambda^{k+1} = \Lambda^k \setminus \left\{ \arg \max \left\{ \sum_{i=1}^{m} \left( \sum_{j=1}^{n^2} \left\| \omega^l a^i_{k,j} \right\|_2^2 \right) : l \in \Lambda^k \right\} \right\}$$

Update iteration number: $k = k + 1$

end while

$a^*_i,j = a^i_{k,j}, \ \forall i = 1, \ldots, m, j = 1, \ldots, n^2$.

Form the reconstructed signal:

$$f^* = \sum_{i=1}^{m} C_i a^i_{*T}$$

5.1. Optimization over scaled rotation set. The inner optimization step estimating the solution (5.1) can be simplified by solving the unconstrained problem,

$$a^i_{k,j} = \arg \min_{a^i_{k,j}, \ 1 \leq i \leq m, \ 1 \leq j \leq n^2} \left\| \mathbf{y} - \sum_{i=1}^{m} C_i a^i_T \right\|_2^2 + \lambda \sum_{i=1}^{m} \left( \sum_{j=1}^{n^2} \left\| \Omega_{\Lambda_k} a^i_{k,j} \right\|_2^2 \right),$$

where $\lambda > 0$ determines the relative weight of the prior. The value of $\lambda$ is in fact varied until $f$ satisfies the constraint $\left\| \mathbf{y} - \sum_{i=1}^{m} C_i a^i_T \right\| \leq \epsilon$.

As discussed in Section 3.2, an efficient scheme for smoothing over matrix manifolds performs the regularization over group elements which are embedded into the Euclidean space.

Adapting the approach suggested in [40] to the scaled-rotation coefficients, we add auxiliary variables $b_i$, such that $b_i(x) = a_i(x)$ and restrict $b_i(x) \in \mathbb{R}_+ \cdot SO(n)$ and $a_i(x) \in \mathbb{R}^{n^2}$.

We obtain the equality constraints by using augmented Lagrangian terms added to the cost
Algorithm 5.2 ADMM algorithm for optimizing augmented Lagrangian (5.3).

**Input:** noisy vector field measurements $\mathbf{y}$; constant $\lambda$; initial guess $\mathbf{b}_{i,j}^0$, $\xi_{i,j}^0$, $\forall i = 1, \ldots, m, j = 1, \ldots, n^2$

**Output:** recovered scaled rotation coefficients $a_{i,j}$, $\forall i = 1, \ldots, m, j = 1, \ldots, n^2$

for $t = 1, 2, \ldots$, until convergence do

Regularization update step:

$$a_{i,j}^t(x) = \arg \min_{a_{i,j}} L_c \left( a_{1,1}, \ldots, a_{m,n^2}, b_{1,1}, \ldots, b_{m,n^2}, \xi_{1,1}^{t-1}, \ldots, \xi_{m,n^2}^{t-1} \right),$$

$$\forall i = 1, \ldots, m, j = 1, \ldots, n^2$$

Projection step:

$$b_{i,j}^t(x) = \arg \min_{b_{i,j}} L_c \left( a_{1,1}^t, \ldots, a_{m,n^2}^t, b_{1,1}, \ldots, b_{m,n^2}, \xi_{1,1}^{t-1}, \ldots, \xi_{m,n^2}^{t-1} \right),$$

$$\forall i = 1, \ldots, m, j = 1, \ldots, n^2$$

Update Lagrange multipliers:

$$\xi_{i,j}^t = \xi_{i,j}^{t-1} + c (a_{i,j}^t - b_{i,j}^t), \quad \forall i = 1, \ldots, m, j = 1, \ldots, n^2$$

end for

The resulting saddle-point problem is

$$\begin{align*}
\min_{a_{i,j},b_{i,j}, \xi_{i,j}} \max_{1 \leq i \leq m, 1 \leq j \leq n^2} \min_{1 \leq i \leq m, 1 \leq j \leq n^2} \max_{1 \leq i \leq m, 1 \leq j \leq n^2} & \left\| \mathbf{y} - \sum_{i=1}^{m} \mathbf{C}_i a_i^T \right\|^2 + \lambda \sum_{i=1}^{m} \left( \sum_{j=1}^{n^2} \parallel \mathbf{\Omega}_k a_{i,j} \parallel^2 \right) \\
& + \frac{c}{2} \sum_{i=1}^{m} \sum_{j=1}^{n^2} \parallel a_{i,j} - b_{i,j} \parallel^2 + \sum_{i=1}^{m} \sum_{j=1}^{n^2} \langle \xi_{i,j}, a_{i,j} - b_{i,j} \rangle,
\end{align*}$$

where $\xi_{i,j}$ are the Lagrange multipliers of the $j$-th components of the $i$-th equality constraint in column stack representation, and $c$ is a positive constant. This problem can be solved iteratively via the ADMM algorithm consisting of alternating minimization steps with respect to $a_{i,j}, b_{i,j}$ and $\xi_{i,j}$, as described in Algorithm (5.2). This technique separates the optimization process into a regularization update step of a map onto an embedding space, and a per point projections step. The algorithm can be made locally convergent with minor modifications, as shown in [40].
5.1.1. Regularization update step. Minimizing the augmented Lagrangian (5.3) with respect to \(a_{i,j}\), we get the regularization update step of the embedded signal.

\[
a_{i,j} = \arg \min_{1 \leq i \leq m, \ 1 \leq j \leq n^2} \left\| y - \sum_{i=1}^{n} C_i a_i^T \right\|^2 + \lambda \sum_{i=1}^{m} \left( \sum_{j=1}^{n^2} \left\| \Omega_{A_k} a_{i,j} \right\|^2 \right) + \frac{c}{2} \sum_{i=1}^{m} \sum_{j=1}^{n^2} \left\| a_{i,j} - b_{i,j} \right\|^2 + \sum_{i=1}^{m} \sum_{j=1}^{n^2} \langle \xi_{i,j}, a_{i,j} - b_{i,j} \rangle.
\]

(5.7)

The optimal \(a_{i,j}\) can be found by solving the appropriate Euler-Lagrange equation,

\[
\frac{c}{2} \sum_{i=1}^{m} \sum_{j=1}^{n^2} \left\| a_{i,j} - b_{i,j} \right\|^2 + \sum_{i=1}^{m} \sum_{j=1}^{n^2} \langle \xi_{i,j}, a_{i,j} - b_{i,j} \rangle = 0,
\]

(5.8)

5.1.2. Projection onto scaled-rotation domain. Once we found the embedded solution to problem (5.4), we proceed to the second update step in the ADMM algorithm presented, which turns the group constraint into a simple projection operator. The minimization of the Lagrangian with respect to \(b_{i,j}\) is

\[
b_{i,j} = \arg \min_{b_{i,j} \in \mathbb{R}_+ \times SO(n)} \left\| \frac{1}{c} (\xi_i(x) - \lambda_i(x)) - \xi_i(x) \right\|^2,
\]

(5.9)

for fixed \(a_{i,j}\) and \(\xi_{i,j}\). This problem can be split into \(m\) separate sub-problems, one problem for each basis field. It is actually more reasonable to solve these problem for each matrix coefficient separately. Each of these sub-problems reduces to a projection problem per point on the domain, for each basis field separately:

\[
b_i = \arg \min_{b_i(x) \in \mathbb{R}_+ \times SO(n)} \left\| \frac{1}{c} b_i(x) - \frac{\xi_i(x)}{c} + \lambda_i(x) \right\|^2
\]

(5.10)

\[
= \text{Proj}_{\mathbb{R}_+ \times SO(n)} \left( \frac{\xi_i(x)}{c} + \lambda_i(x) \right).
\]

The projection onto \(\mathbb{R}_+ \times SO(n)\) can be easily computed by means of singular value decomposition (SVD) per each point separately. Let \(U_i(x)S_i(x)V_i(x)^T = \left( \frac{\xi_i(x)}{c} + \lambda_i(x) \right)\) be the SVD of \(\frac{\xi_i(x)}{c} + \lambda_i(x)\). The projection is

\[
b_i(x) = \frac{\xi_i(x)}{c} + \lambda_i(x).
\]

(5.11)

where \(\tilde{S}_i(x) = \sqrt{\left( \sum_{l=1}^{n} \left( S_i(x) \right)_l^2 \right)} / n \cdot I_n\), and \(I_n\) is the identity matrix of size \(n \times n\).
5.2. Convergence properties. Global convergence of the algorithm is difficult to prove due to the non-convex nature of the optimization domain. The discontinuous nature of the projection on a non-convex set may cause the algorithm to oscillate and makes it difficult to prove convergence of the iterates. In order to ensure local convergence for this algorithm, we take the approach suggested by [3], and change the steps of the dual decomposition to

\[
\mathbf{a}^{k}_{i,j}(x) = \arg \min_{a_{i,j}} \ell_{C} \left( \mathbf{a}_{1,1}, \ldots, \mathbf{a}_{m,n^2}, \mathbf{b}^{k-1}_{1,1}, \ldots, \mathbf{b}^{k-1}_{m,n^2}, \xi^{k-1}_{1,1}, \ldots, \xi^{k-1}_{m,n^2} \right) \\
+ \frac{1}{2\theta_k} \left\| \mathbf{a}_{i,j} - \mathbf{a}^{k-1}_{i,j} \right\|, \quad \forall i = 1, \ldots, m, j = 1, \ldots, n^2
\]

(5.12)

\[
\mathbf{b}^{k}_{i,j}(x) = \arg \min_{b_{i,j}} \ell_{C} \left( \mathbf{a}^{k}_{1,1}, \ldots, \mathbf{a}^{k}_{m,n^2}, \mathbf{b}_{1,1}, \ldots, \mathbf{b}_{m,n^2}, \xi^{k-1}_{1,1}, \ldots, \xi^{k-1}_{m,n^2} \right) \\
+ \frac{1}{2\theta_k} \left\| \mathbf{b}_{i,j} - \mathbf{b}^{k-1}_{i,j} \right\|, \quad \forall i = 1, \ldots, m, j = 1, \ldots, n^2
\]

(5.13)

\[
\xi^{k}_{i,j} = \xi^{k-1}_{i,j} + c \left( \mathbf{a}^{k}_{i,j} - \mathbf{b}^{k}_{i,j} \right), \quad \forall i = 1, \ldots, m, j = 1, \ldots, n^2
\]

(5.14)

where \( \frac{1}{2\theta_k} \) denotes the coupling between each iterate and its previous value. The optimization steps in the modified algorithm remain a projection step and a smoothing step, with minor changes in the parameters. The optimal \( \mathbf{a}_{i,j} \) can now be found by using the following Euler-Lagrange equation:

\[
2 \mathbf{C}_{i,j}^T \left( \sum_{l=1}^{m} \mathbf{C}_{l} \mathbf{a}^T - \mathbf{y} \right) + c \left( \mathbf{a}_{i,j} - \mathbf{b}_{i,j} \right) + \xi_{i,j} + 2\lambda \mathbf{\Omega}^T \mathbf{\Omega} \mathbf{a}_{i,j} + \frac{1}{\theta_k} \left( \mathbf{a}_{i,j} - \mathbf{a}^{k-1}_{i,j} \right) = 0.
\]

(5.15)

The minimization with respect to \( \mathbf{b}_{i}(x) \) reduces to the following projection:

\[
\mathbf{b}_{i}(x) = \mathbf{U}_{i}(x) \mathbf{S}_{i}(x) \mathbf{V}_{i}(x)^T,
\]

(5.16)

where \( \mathbf{U}_{i}(x) \mathbf{S}_{i}(x) \mathbf{V}_{i}(x)^T \) is the SVD of matrix \( \xi^{k-1}_{i}(x) + c \mathbf{a}^T_{i}(x) + \frac{\mathbf{b}^{k-1}_{i}(x)}{\sigma_k^2} \).

A complete convergent analysis is not straightforward and is left as future work. Empirical results demonstrate strong convergence properties for a large variety of \( \theta \) values.

6. Experimental results. In this section we present several numerical experiments of the sparsity-based over-parameterization noise removal method for vector fields. We consider examples of two-dimensional fields with different models and a varying number of basis fields. Specifically, we examine the suggested framework on two-dimensional vector fields using a first- and second-order Taylor approximation model. We compare our results with the ones of the channel-coupled TV regularizer, referred to as TV denoising throughout this section and the TV-based over-parameterization version presented in section 3.2. Finally, we regularize real 3-dimensional data and address the problem of denoising magnetic resonance imaging (MRI) vector field.

The scheme we used to obtain the solution of the TV-based over-parameterization functional includes the alternating minimization technique, where we iterate over minimization
with respect to the rotation transformations and minimization with respect to the scaling coefficients. In order to estimate the rotation transformations, auxiliary variables were added according to the approach suggested in [40] and an ADMM algorithm was incorporated. The minimization process can then be separated into a projection step and a TV regularization step over an embedded field, similar to the method we presented for optimization over the scaled rotation set in 5.1. The TV regularization step is simplified by another ADMM procedure which separates the problem into two additional sub-problems. A related approach is used for the TV regularization of the scaling coefficients. The algorithm is introduced in Appendix A.

Both sparsity-based and TV-based over-parameterization frameworks for vector fields are highly parallelizable, enabling efficient implementation on parallel hardware such as graphics process units (GPU). The frameworks were implemented using Matlab and Python. The parameters of the TV denoising and the TV-based over-parameterization method were tuned separately for each signal, while the same setup of the sparsity-based over-parameterization method was used for all experiments. In addition, the basis fields used for the TV-based over-parameterization were carefully scaled in order to avoid writing explicit relative weights in the prior.

6.1. Two-dimensional vector fields. In order to evaluate the efficiency of our proposed method, we perform several tests on simulated two-dimensional vector fields, where each pixel contains a vector with two components. The simulations are designed to be naturally constructed by a combination of three scaled and rotated basis vector fields: a vector field with a constant magnitude and two vector fields with linearly growing magnitudes, one in the horizontal direction and the other in the vertical direction. The normalized basis fields are presented in Figure 3. After contaminating each channel with white Gaussian noise, we may approximate the scaled rotation coefficients and the desired vector field by solving the sparsity-based over-parameterization problem,

\[
\text{arg min}_{a_{i,j}} \left\| \sum_{i=1}^{3} \left( \sum_{j=1}^{4} \Omega_{DIF} a_{i,j} \right) \right\|_0 \quad \text{s.t.} \quad \left\| y - \sum_{i=1}^{4} C_i a_i^T \right\|_2 \leq \epsilon, \tag{6.1}
\]

where \(a_{i,j}\) are column-stacked vector representations of the \(j\)-th matrix elements of transformation coefficients function \(a_i\). The prior enforces by abuse of notation the finite-difference operator \(\Omega_{DIF}\) on the coefficients. In addition, \(C_i = [C_{i,1}, \ldots, C_{i,4}], m = 1, \ldots, 3\) and \(a_i = [a_{i,1}^T, \ldots, a_{i,4}^T]\). The matrices \(C_i(x)\) contain the basis field data as explained in Section 4.2. The reconstructed signal can be estimated as

\[
f^*(x) = \sum_{i=1}^{3} a_i^*(x) \phi_i(x). \tag{6.2}
\]

Figures 4 and 5 show the recovery performance of the methods on two-dimensional simulated vector fields. Example 1 demonstrates the reconstruction of a piecewise-linear vector field, divided into four sections, where each section is a combination of a constant vector field,
a horizontally changing vector field and a vertically changing vector field, each possessing different orientation and scaling. Example 2 combines these types of basis vector fields in order to form other patterns.

Figures 6 and 7 display the magnitude of the recovered vector fields of examples 1 and 2, while 8 and 9 present the histogram and the cumulative probability of the angular errors, respectively. The sparsity-based over-parameterization framework, outperformed both the TV-based over-parameterization and the channel-coupled TV methods and produced lower angular errors and higher SNR for the two examples. Using the over-parameterization technique with TV priors typically produced higher angular errors and lower SNR, in comparison to the noise removal obtained by the classic channel-coupled TV framework. These results coincide with the previously discussed shortcomings of the TV-based over-parameterization denoising scheme. Specifically, the boundary areas in the TV-based recovery show evident errors which might occur as a result of blunt edges in the reconstructed coefficients map. The staircasing and pixelization effects are also visible in smooth regions. Evidence of these drawbacks can also be found in the literature for some cases of scalar TV-based over-parameterization [44, 21].

6.2. Basis fields selection. Given prior knowledge of the ideal signal, one can design an over-parameterization model comprised of a linear combination of known basis fields that best suit the signal. In the following experiment, we examine the effect of vector field denoising using different basis fields.

Figure 10 illustrates a synthetic laminar flow field. Laminar flow occurs when a fluid flows through a pipe or between two flat plates, and results in parabolic velocity profile. We compare the recovery performance of the sparsity-based over-parameterization using a first- and a second-order Taylor approximation. The first concluding in 3 basis functions as described in the previous section and the second concluding in 6 two-dimensional basis functions. The recovery results and the resulted angular errors are displayed in figures 10, 11 and 12. For convenience, the vector field plots display only the pixels containing flow information, though the noise was added to the entire field area. Both methods maintained the discontinuities in
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Figure 4. Example 1 - Recovery of a piecewise-linear two-dimensional vector field.
Figure 5. Example 2 - Recovery of a two-dimensional vector field.

This manuscript is for review purposes only.
Figure 6. Example 1 - Magnitude.
(a) Original magnitude.

(b) Noisy magnitude. SNR=11.223dB, AAE=4.791±6.935°.

(c) Recovery via sparsity-based over-parameterization. SNR=22.565dB, AAE=1.262±3.312°.

(d) Recovery via TV regularization. SNR=16.911dB, AAE=2.331±4.386°.


Figure 7. Example 2 - Magnitude.
the simulation as well as the laminar flow characteristics, such as approximately steady flow, nearly zero velocity component in the direction normal to the flow and velocity increment toward the center of the flow. However, the second-order Taylor approximation, which better describes the laminar flow model, produced higher SNR and lower angular errors.

6.3. 4D flow. Advances in medical imaging technologies have led to new modalities such as flow sensitive magnetic resonance imaging (phase-contrast MRI) which allows the acquisition of blood flow velocities with a volumetric coverage in a time-resolved fashion, termed "4D flow MRI" or "Flow-sensitive 4D MRI" [30, 29]. The 4D flow MRI can be employed to detect and visualize temporal evolution of complex blood patterns within an acquired three-dimensional volume. The resulting flow field is an interesting object for our proposed denoising method.

We address the problem of denoising magnetic resonance imaging (MRI) vector field data. We consider a 4D flow data describing the blood flow in the carotid artery of a healthy 50 year old male volunteer. The data was acquired with a coronal slab covering the entire carotid artery. The scan was performed at a Siemens Prisma 3T clinical MRI Scanner. The sequence
Figure 10. Example 3 - Recovery of a quadratic polynomial vector field using different basis functions.

was motion compensated. In order to regularize the data we assess the time point of peak carotid artery flow. Since we wish to reconstruct several blood flow types such as plug flow and laminar flow, we use a second-order three-dimensional Taylor approximation which concludes in ten three-dimensional basis vector fields. Figures 13 and 14 present the qualitative examination of our method. The three-dimensional vector fields visualizations were generated using ParaView (Kitware Inc.).

7. Conclusions. This work presents a novel framework which extends the signal denoising over-parameterization variational scheme in order to perform model-based reconstruction of vector fields. The main idea of the suggested vector field denoising method is to use basic properties of the vectors, such as magnitude and orientation, in order to effectively reconstruct the contaminated signal as a linear combination of a pre-defined basis fields set and appropri-
ate coefficients. Using this representation, we utilize the over-parameterization technique to reduce the denoising problem to a simpler form of coefficient recovery. The signal estimation is done by both local fitting of the data to the selected model and global regularization of the coefficient variations. We examine a TV-based over-parameterization approach and once understating its shortcoming we propose a novel sparsity-based over-parameterization framework for vector field denoising, where the piecewise-constant coefficients are similarity-like transformations. We solve this problem by generalizing the BGAPn algorithm to support other domains, specifically the non-convex domain of similarity-like transformations. The basis field coefficients are intuitively described by matrix-valued fields and are easily regularized by reformulating the problems in terms of augmented Lagrangian functionals. Using the alternating direction method of multipliers optimization technique, we are able to separate
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We have demonstrated the efficiency of the proposed method using a first- and second-order Taylor approximation models on two- and three-dimensional vector fields. The current sparsity-based over-parameterization framework showed good recovery results for vector fields with and without texture. The method may be further improved by averaging results produced by different sets of parameters. Another way to boost the performance of the methods is to include additional operators which take the diagonal variations into consideration. Though this work has focused on the first and second-order Taylor approximations, the extension to other models and higher orders of estimation is straightforward.

As a future work, it could be interesting to add a learning process to the scheme, tailoring the basis functions and the appropriate operators for the provided signal.

This manuscript is for review purposes only.
fields can be used to represent the image with a new contrast, and may provide significant
information, for example in radiology. In addition, further research of other applications may
lead to the generalization of the proposed frameworks to other modalities and domains.

**Appendix A. TV-based over-parameterization variational algorithm.** In order to opti-
mize the two variables in Equation (3.4) jointly, we use the alternating minimization technique,
which obtains the general solution of the original optimization problem by alternating between
minimization over each set separately, while holding the other variables fixed. In each iteration
we therefore solve two minimization problems,

\[
\text{for } l = 1, 2, \ldots
\]

\[
R^l_i = \arg \min_{R_i: \mathbb{R}^d \to SO(n), \ 1 \leq i \leq m} \int_\Omega \left[ \frac{1}{2} \left\| y(x) - \sum_{i=1}^{m} s^{l-1}_i(x)R_i(x)\phi_i(x) \right\|^2 + \lambda_R \psi_R(R) \right] \, dx.
\]

\[
s^l_i = \arg \min_{s_i: \mathbb{R}^d \to \mathbb{R}, \ 1 \leq i \leq m} \int_\Omega \left[ \frac{1}{2} \left\| y(x) - \sum_{i=1}^{m} s_i(x)R^l_i(x)\phi_i(x) \right\|^2 + \lambda_s \psi_s(s) \right] \, dx.
\]

**A.1. Optimization of the scaling coefficients.** The minimization of functional (3.4) with
respect to the scaling coefficients is described in problem (A.2). The objective is composed
of a fitting term and a TV regularization term encouraging the coefficients to be piecewise-
constant. The TV model suffers from non-linearity and non-differentiability. An efficient
scheme for smoothing over the scaling coefficients can be applied by adding auxiliary fields
which approximate the gradients of the data and simplify the TV regularization. According to
the ADMM technique, we assign auxiliary variables \( q_i \), such that \( q_i(x) = \nabla s_i(x), i = 1, \ldots, m \)
at each point, to form the following augmented Lagrangian problem

\[\text{This manuscript is for review purposes only.}\]
where \( \rho_i \) are the Lagrange multipliers and \( d \) is a positive constant. Hence, the method requires seeking a saddle point of functional \((A.3)\) by using an iterative procedure. The ADMM algorithm solves the augmented Lagrangian with respect to variables \( s_i \) and \( q_i \) separately and then updates the multipliers. The optimal \( s_j(x) \) can be found by solving the Euler-Lagrange equation,

\[
(A.4) \quad A^T_j(x) \left( \sum_{i=1}^{m} A_i(x)s_i(x) - y(x) \right) + \text{div} \rho_j(x) + d \text{div}q_j(x) - d \Delta s_j(x) = 0,
\]

where \( A_i, i = 1, \ldots, m \) are linear operators such that \( A_i(x)s_i(x) = s_i(x)R_i(x)\phi_i(x) \).

Minimizing the augmented Lagrangian with respect to \( q_i \) admits a closed-form solution \([49]\)

\[
(A.5) \quad q_i(x) = \max \left( \frac{\|w_i(x)\|}{\|w_i(x)\|}, 0 \right) \frac{w_i(x)}{\|w_i(x)\|}, \quad \forall i = 1, \ldots, m,
\]

where

\[
w_i(x) = \nabla s_i(x) - \frac{\rho_i(x)}{d}.
\]

Finally, \( \rho_i \) is updated according to the ADMM algorithm. An algorithmic description of the suggested scheme is presented in Algorithm A.1.

### A.2. Optimization of the rotation transformations

The minimization problem with respect to the rotation transformations, which are represented by the special-orthogonal Lie group is described in problem \((A.1)\). The data term requires that applying the rotation transformations on the basis field yield a solution that is close to the measurements, while the regularization term encourages the rotation transformations to be piecewise-constant.

An efficient scheme for smoothing maps over rotation groups includes the addition of two types of auxiliary fields, with appropriate constraints. One type approximates the data, but is forced to stay on the matrix manifold during its update, which results in turning the group constraint into a simple projection operator. Another type approximates the gradient of the data and simplifies the TV as done by known TV saddle-point solvers.

Considering the approach suggested in [40], we add auxiliary variables \( v_i \), such that \( v_i(x) = R_i(x), R_i(x) \in \mathbb{R}^{n^2} \) and restrict \( v_i(x) \in SO(n) \) at each point \( \forall i = 1, \ldots, m \). The
Algorithm A.1 ADMM algorithm for TV regularization of the scaling coefficients.

**Input:** noisy vector field measurements \( y \); constant \( \lambda \), and rotation coefficients \( \{ R_i \}_{i=1}^{m} \); initial guess \( q_i^0, \rho_i^0, \forall i = 1, \ldots, m \).

**Output:** recovered scale coefficients \( \{ s_i \}_{i=1}^{m} \), \( \forall i = 1, \ldots, m \).

**for** \( k = 1, 2, \ldots \), until convergence **do**

**Gradient update step:**

\[
s_i^k = \arg \min_{s_i : \mathbb{R}^d \to \mathbb{R}, \ 1 \leq i \leq m} L_d \left( s_1, \ldots, s_m, q_1^{k-1}, \ldots, q_m^{k-1}, \rho_1^{k-1}, \ldots, \rho_m^{k-1} \right),
\]

(A.6)

\( \forall i = 1, \ldots, m \)

**Regularization update step:**

\[
q_i^k = \arg \min_{q_i : \mathbb{R}^d \to \mathbb{R}^n, \ 1 \leq i \leq m} L_d \left( s_1^k, \ldots, s_m^k, q_1, \ldots, q_m, \rho_1^{k-1}, \ldots, \rho_m^{k-1} \right),
\]

(A.7)

\( \forall i = 1, \ldots, m \)

**Update Lagrange multipliers:**

\[
\rho_i^k(x) = \rho_i^{k-1}(x) + d \left( q_i^k(x) - \nabla s_i^k(x) \right), \forall i = 1, \ldots, m
\]

**end for**

Equality constraints can be enforced via augmented Lagrangian terms, which transform the minimization problem (A.1) into the following saddle-point problem:

\[
\min_{v_i : \mathbb{R}^d \to SO(n), \ 1 \leq i \leq m} \max_{R_i : \mathbb{R}^d \to \mathbb{R}^{n^2}, \ 1 \leq i \leq m} \int_{x \in \Omega} \left[ \frac{\lambda}{2} \left\| y(x) - \sum_{i=1}^{m} s_i(x) R_i(x) \phi_i(x) \right\|^2 + \lambda && \right] \ dx,
\]

(A.9)

\[
+ \frac{\mu}{2} \sum_{i=1}^{m} \left\| R_i(x) - v_i(x) \right\|^2 + \sum_{i=1}^{m} \left\langle \mu_i(x), R_i(x) - v_i(x) \right\rangle \ dx,
\]

Minimizing the augmented Lagrangian with respect to \( v_i \), yields,

\[
\arg \min_{v_i : \mathbb{R}^d \to SO(n), \ 1 \leq i \leq m} \int_{x \in \Omega} \left[ \frac{\mu}{2} \sum_{i=1}^{m} \left\| R_i(x) - v_i(x) \right\|^2 + \sum_{i=1}^{m} \left\langle \mu_i(x), R_i(x) - v_i(x) \right\rangle \ dx,
\]

(A.10)
for fixed $\mathbf{R}_i$ and $\mu_i$. It is easy to notice that this problem can be split into $m$ separate sub-problems, one problem for each basis field. Each sub-problem takes the form

$$\text{arg min}_{\mathbf{v}_i: \mathbb{R}^d \rightarrow SO(n)} \int_{x \in \Omega} \left[ \frac{r}{2} \| \mathbf{R}_i(x) - \mathbf{v}_i(x) \|^2 + \langle \mathbf{\mu}_i(x), \mathbf{R}_i(x) - \mathbf{v}_i(x) \rangle \right] \, dx.$$  

(536)

The advantage of adding auxiliary variables $\mathbf{v}_i$, is that each of these sub-problems reduces to a projection problem per point in the domain, for each basis field separately,

$$\text{arg min}_{\nu \in SO(n)} \frac{r}{2} \| \mathbf{R}_i(x) - \mathbf{v}_i(x) \|^2 + \langle \mathbf{\mu}_i(x), \mathbf{R}_i(x) - \mathbf{v}_i(x) \rangle$$  

(537)

$$\text{arg min}_{\nu \in SO(n)} \frac{r}{2} \| \mathbf{v}_i(x) - \left( \frac{\mathbf{\mu}_i(x)}{r} + \mathbf{R}_i(x) \right) \|^2 = \text{Proj}_{SO(n)} \left( \frac{\mathbf{\mu}_i(x)}{r} + \mathbf{R}_i(x) \right),$$  

(538)

where $\text{Proj}(\cdot)$ denotes a projector operator onto $SO(n)$ manifold. This projection finds the closest rotation matrix to the given matrix, $\frac{\mathbf{\mu}_i(x)}{r} + \mathbf{R}_i(x)$, where the closeness of fit is measured by the Frobenius norm. Though its not being a convex domain, the projection onto $SO(n)$ can be easily computed by means of singular value decomposition (SVD). Let $U_i(x)S_i(x)V_i^T(x) = (\frac{\mathbf{\mu}_i(x)}{r} + \mathbf{R}_i(x))$ be the SVD of $\frac{\mathbf{\mu}_i(x)}{r} + \mathbf{R}_i(x)$, then the projection onto $SO(n)$ is

$$\mathbf{v}_i(x) = \text{Proj}_{SO(n)} \left( \frac{\mathbf{\mu}_i(x)}{r} - \mathbf{R}_i(x) \right) = U_i(x)V_i^T(x).$$  

(539)

An efficient optimization method for solving the augmented Lagrangian with respect to $\mathbf{R}_i$ is applied by adding auxiliary variables $\mathbf{p}_i$, such that $\mathbf{p}_i(x) = \nabla \mathbf{R}_i(x), \forall i = 1, \ldots, m$. As in the optimization over the scaling coefficients case, the solution $\mathbf{R}_i$, is the saddle point of the augmented Lagrangian functional,

$$\min_{\mathbf{R}_i: \mathbb{R}^d \rightarrow \mathbb{R}^{n^2}}, \max_{\mathbf{p}_i: \mathbb{R}^d \rightarrow \mathbb{R}^{n^2}}, 1 \leq i \leq m \quad L_i \left( \mathbf{R}_1, \ldots, \mathbf{R}_m, \mathbf{p}_1, \ldots, \mathbf{p}_m, \nu_1, \ldots, \nu_m \right) =$$

$$\min_{\mathbf{R}_i: \mathbb{R}^d \rightarrow \mathbb{R}^{n^2}}, \max_{\mathbf{p}_i: \mathbb{R}^d \rightarrow \mathbb{R}^{n^2}}, 1 \leq i \leq m \int_{x \in \Omega} \left[ \frac{1}{2} \left\| \mathbf{y}(x) - \sum_{i=1}^m s_i^{k-1}(x) \mathbf{R}_i(x) \phi_i(x) \right\|^2 + \lambda_R \left\| \mathbf{p}_1(x), \mathbf{p}_2(x), \ldots, \mathbf{p}_m(x) \right\| \right.$$

$$\left. + \frac{1}{2} \sum_{i=1}^m \| \mathbf{R}_i(x) - \mathbf{v}_i(x) \|^2 + \sum_{i=1}^N \langle \mathbf{\mu}_i(x), \mathbf{R}_i(x) - \mathbf{v}_i(x) \rangle + \frac{t}{2} \sum_{i=1}^m \| \mathbf{p}_i(x) - \nabla \mathbf{R}_i(x) \|^2 \right]$$

(540)

where $\nu_i, i = 1, \ldots, m$ are Lagrange multipliers and $t$ is a positive constant. This sub-problem can also be solved via ADMM algorithm consisting of alternating minimization steps with respect to $\mathbf{R}_i, \mathbf{p}_i$ and multipliers $\nu_i$ update. The solution scheme is summarized in Algorithm A.2.

Global convergence of the algorithm is difficult to prove due to the non-convex nature of the optimization domain. In order to ensure local convergence for this algorithm, minor modification can be made, as presented in [40].
Algorithm A.2 ADMM algorithm for rotation transformations optimization.

**Input:** noisy vector field measurements \( y \); constant \( \lambda_R \); scaling coefficients \( \{ s_i \}_{i=1}^m \); initial guess \( v_i^0, \mu_i^0, \forall i = 1, \ldots, m \)

**Output:** recovered rotation coefficients \( \{ R_i \}_{i=1}^m, \forall i = 1, \ldots, m \)

for \( k = 1, 2, \ldots \), until convergence do

Regularization update step:

\[
R_i^k = \arg \min_{R_i : \mathbb{R}^d \rightarrow \mathbb{R}^{n^2}} L_R \left( R_1, \ldots, R_m, v_1^{k-1}, \ldots, v_m^{k-1}, \mu_1^{k-1}, \ldots, \mu_m^{k-1} \right), \quad \forall i = 1, \ldots, m
\]

(A.15)

Projection step:

\[
v_i^k = \arg \min_{v_i : \mathbb{R}^d \rightarrow SO(n)} L_r \left( R_1^k, \ldots, R_m^k, v_1, \ldots, v_N, \mu_1^{k-1}, \ldots, \mu_m^{k-1} \right), \quad \forall i = 1, \ldots, m
\]

(A.16)

Update Lagrange multipliers:

\[
\mu_i^k(x) = \mu_i^{k-1}(x) + r \left( R_i^k(x) - v_i^k(x) \right), \quad \forall i = 1, \ldots, m
\]

(A.17)

end for

REFERENCES


This manuscript is for review purposes only.


This manuscript is for review purposes only.